Time-coherency of Bayesian priors on transient semi-Markov chains for audio-to-score alignment

Philippe Cuvillier

MuTant project-team – Ircam, Inria, UPMC, CNRS
Ircam – 1, place Igor-Stravinsky – Paris, France

Abstract. This paper proposes a novel insight to the problem of real-time alignment with Bayesian inference. When a prior knowledge about the duration of events is available, Semi-Markov models allow the setting of individual duration distributions but give no clue about their choice. We propose a criterion of temporal coherency for such applications and show it might be obtained with the right choice of estimation method. Theoretical insights are obtained through the study of the prior state probability of transient semi-Markov chains.
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INTRODUCTION

Many signals are structured as time-contiguous events which generate specific observations, e.g. music, speech or text. In music, basic events may be notes (pitched sounds) and silences. To recognize the sequence of events that generates an observed signal, probabilistic models [1] are relevant when statistical relationships between observation and events are known. In particular, the Hidden Markov Models (HMM) [2] assume that the signal is stationary on time-intervals and identify them with the occupancy of a hidden state. Once the state-space and the statistical priors are specified, Bayesian inference can be readily computed to recognize the state-sequence.

Score alignment [3] is a Music Information Retrieval (MIR) task consisting of synchronizing a musical performance with its score, i.e. the sequence of notes. Since ordering of events is known, recognition boils down to alignment. Among the numerous applications of HMM, music has an outstanding property: a music score assigns to each event its nominal duration, i.e. a prior information on their likely duration.

A crucial and undermined question is about the modeling of nominal duration. This investigation is built on the framework of hidden semi-Markov models (HSMM) as it provides explicit choice of the prior duration model. In section 2 we detail this motivation and briefly introduce HSMM. This generalization of HMM involves many Bayesian priors whose tuning is a major issue. To this aim, most probabilistic models rely on learning with training datasets. This paper presents an alternative based on a theoretical study of prior probability distributions of semi-Markov processes.

In section 3, we state our condition of time-coherency, and explain how the Viterbi estimation does not fulfill it. In section 4, we investigate how the Forward estimation may fulfill it or not depending on several distribution properties of the Bayesian priors.
BACKGROUND & MOTIVATION

Semi-Markov models for alignment

Hidden semi-Markov models were introduced in [4] as a generalization of HMM. Both are defined with two stochastic processes [2]. The process $(S_t)_{t \in \mathbb{N}^*}$ is a discrete-time homogeneous Markov chain on a discrete state-space $E = \{1, 2, \ldots, J\}$, finite or not ($J = \infty$). Since its realizations $(s_t)_{t \in \mathbb{N}^*}$ are not known, they are called hidden states. The observation $(o_t)_{t \in \mathbb{N}^*}$, e.g. the audio signal, is considered as a realization of the second process $(O_t)_{t \in \mathbb{N}^*}$. We denote $\mathbb{N} \equiv \{0, 1, \ldots\}$, $\mathbb{N}^* \equiv \{1, 2, \ldots\}$ and $S_t^{t+u} \equiv (S_t, S_{t+1}, \ldots, S_{t+u})$.

In such probabilistic models, the duration spent on a state $j$ is a time-homogeneous random variable. Its law is called the occupancy distribution $d_j(u) \equiv \mathbb{P}(S_{t+u+1} \neq j, S_{t+2} = j | S_{t+1} = j, S_t \neq j)$ for $u \in \mathbb{N}^*$. For a Markov state with self-transition $p$, $d_j$ would implicitly be a geometric law $d_j(u) = (1-p) p^{u-1}$. Assuming that $(S_t)_t$ is a semi-Markov chain allows choosing each Bayesian prior $d_j$ as any probabilistic mass function (pmf) on $\mathbb{N}^*$.

A semi-Markov chain consists of two additional choices per state $j$: the initial probability $\pi(j) \equiv \mathbb{P}(S_1 = j)$, and the transition probabilities $p_{ij} \equiv \mathbb{P}(S_{t+1} = j | S_t \neq i, S_t = i)$ with $p_{ii} = 0$. In alignment tasks, left-to-right topologies of transition probabilities conveniently model the prior information of ordering. This study exclusively deals with the simplest topology, the linear semi-Markov chains: $\forall i, j, \quad p_{ij} = \delta_{i,j+1}$ and $\pi_j = \delta_{1,j}$ (see figure 3 for an example).

Moreover, the hidden model paradigm describes how states $(S_t)$ influence observations $(O_t)$ using observation probabilities $b_j(o_t^{t+u}) \equiv \mathbb{P}(O_t^{t+u} = o_t^{t+u} | S_t^{t+u} = j)$.

Modeling prior information of duration with HSMMs

Inference with semi-Markov models requires a careful design of the prior distributions $d_j$ for each state. Usual approaches rely on statistical learning. The Baum-Welch algorithm, i.e. the HMM version of Expectation-Maximization (EM), has been adapted to semi-Markov models [5]. But this non-parametric algorithm requires huge training datasets. Consequently, most implementations prefer a parametric EM [6] to learn the occupancy distributions over a parametric family of probabilities, e.g. Gamma, Poisson, log-normal, Negative Binomial laws.

This study aims at elaborating a criterion so as to justify or disqualify such choices. It is built on an interesting property of our application: musical events are associated with a reference duration. Indeed a music score provides the prior tempo and prior durations for all notes.

We denote this quantity the nominal duration $l_j$. Although a few music alignment systems like [7] willingly discard this prior information, this work considers duration as an explicit element of modeling and makes the following assumption: two events
with identical nominal duration should get identical occupancy distributions. So the
duration model consists of a set of durations \( L \subset \mathbb{R}_+ \) and a duration-indexed family
of pmfs \((d_l)_{l \in L}\) such that for all state \( j \), \( l_j \in L \) and \( d_j = d_{l_j} \). This framework sharpens the
problematic: are there coherent mappings from nominal durations \( l \) to distributions \( d_l \)?

**CRITERION OF COHERENCY FOR PRIORS OF DURATION**

**Hypothesis of non-discriminative observation**

---

**Ideal behavior with non-discriminative observation**

We state our criterion of time-coherency. Its rationale is simple: if the observation
probabilities do not discriminate states, then the inference should respect the states
ordering and their nominal durations as these are the only available information.

**Time-coherency criterion 1.** On a linear chain with non-discriminative observation,
the inference successively decodes states 1, 2, 3, . . . at time steps 1, 1 + \( l_1 \), 1 + \( l_1 + l_2 \), . . .
and assigns to each state \( j \) a duration which is equal to its nominal duration \( l_j \).

The hypothesis of non-discriminative observations makes the posterior probabilities
equal to the prior probabilities:

\[
\forall t \in \mathbb{N}^*, \quad P(S_1, \ldots, S_t | O_1, \ldots, O_t) = P(S_1, \ldots, S_t).
\]

Indeed, the Markovian assumption implies that

\[
P(O'_1 | S'_1) = \prod_{t=1}^t P(O_u | S_u) = \prod_{t=1}^t b S_u(O_u).\]

Assuming that \( b_{S_u} = b \) gives

\[
P(O'_1 | S'_1) = \prod_{t=1}^t b(O_u) = P(O'_1),\]

so

\((S_t)\) and \((O_t)\) are independent. Thus, the inferred quantities become independent of
the observations. Whether the criterion is fulfilled only depends on the underlying
semi-Markov chain \((S_t)_t\) and the estimation method.
Offline alignments estimate the most likely sequence $s_T^T$ at final time $T$, using the so-called Viterbi algorithm. But online alignments make sequential estimations. At each time $t = 1 \ldots T$, they could either estimate the partial sequence $s_t'$ or the most likely current state $\hat{s}_t$. The Viterbi alignment is defined as $\hat{s}_t'$ such that $\hat{s}_t' \defeq \arg \max_{s_1', \ldots, s_t' \in E} P(s_t' = o_t' | O_t' = o_t')$. The Forward alignment is defined as $\hat{s}_t = \arg \max_{s_t \in E} P(S_t = s_t | O_t = o_t)$. These quantities are obtained using the recursive equations detailed in [5].

These quantities are obtained using the recursive equations detailed in [5].

Failure of the Viterbi estimation
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\caption{Example of a linear Markov chain with identical first two states: $p_{11} = p_{22} = p$.}
\end{figure}

Our first claim is that the Viterbi alignment fails to be time-coherent. Let us illustrate it with the example in figure 2: a linear Markov chain with identical first two states.

Let $S = (S_1, \ldots, S_{t+1})$ be an admissible (i.e. non-decreasing) path. If $S$ ends at $S_{t+1} = 1$, then $P(S) = p'$. If $S_{t+1} = 2$, then $P(S) = (1 - p)p'^{-1}$. So, if $p > 1/2$ then state 1 is more likely than state 2 at all times for the Viterbi estimation, whereas if $p < 1/2$ state 2 is more likely than state 1 at all times $t > 1$.

This simplistic example could be extended to semi-Markov chains for a wide class of occupancy distributions, but it is enough to reveal the lack of coherency of Viterbi alignments: the parameters cannot be tuned to take into account the nominal duration $l_1$.

COHERENCY OF THE FORWARD ESTIMATION

Our second claim is that the Forward alignment may be time-coherent. This section introduces sufficient conditions on occupancy distributions that imply criterion 1.

Recall that under non-discriminative observation, $F_j(t) = P(S_t = j)$. Let $F(t) \defeq (F_1(t), F_2(t), \ldots)$ denote the state probability distribution on $E$, and $M[F]$ denote its mode.

Criterion 1 has the following translation:

$$\forall t \in \mathbb{N}^*, \quad M[F] = j \iff 1 \leq t - (l_1 + \ldots + l_j) \leq l_{j+1}$$

On linear chains, the prior state probabilities are given by successive convolutions. Using the recursive equations detailed in [5, Section 3.2], a simple induction over states $j$ proves that

$$F_j(t) = \begin{cases} 1 & \text{if } j > 1 \\
\frac{1}{K(t)} \cdot \left\{ d_1 * d_2 * \ldots * d_{j-1} * D_j(t) \right\} & \text{else}
\end{cases}$$
where \( D_j(t) = \sum_{u \geq t} d_j(u) \) is the survivor distribution associated to \( d_j \), and \( K(t) = D_1(t) + d_1 * D_2(t) + d_1 * d_2 * D_3(t) + \ldots \) is an unimportant normalization constant.

The case of first two states

Since state 1 is the most likely one at first time step \( t = 1 \), we begin with a comparison between states 1 and 2 by studying the evolution of the probability ratio \( F_1(t) / F_2(t) \). The Forward estimation respects the criterion 1 for these two states if and only if

\[
\forall j \in E, \quad \frac{F_2(t)}{F_1(t)} \begin{cases} 
\leq 1 & \text{if } t \leq l_1 \\
> 1 & \text{if } t > l_1
\end{cases}.
\]

**Proposition 1.** Let us denote \( m[d_1] \overset{\text{def}}{=} \max \{ t \mid D_1(t) \geq 1/2 \} \) the median of \( d_1 \). Then for any distribution \( d_2 \),

\[
t \leq m[d_1] \Rightarrow F_1(t) \geq F_2(t).
\]

Reciprocally there exists a distribution \( d_2 \) such that \( t > m[d_1] \Rightarrow F_1(t) < F_2(t) \).

**Proof.** Since \( D_2(t) \leq 1 \) for all \( t \), \( \sum_{u=1}^{t-1} d_1(u) D_2(t-u) \leq \sum_{u=1}^{t-1} d_1(u) \) so \( F_2(t) \leq 1 - D_1(t) \) and \( F_2(t) - F_1(t) \leq 1 - 2D_1(t) \). Since \( D_1 \) is non-increasing, if \( t \leq m[d_1] \) then \( D_1(t) \geq 1/2 \) and \( 1 - 2D_1(t) \leq 0 \).

For the necessary condition one may consider the trivial distribution \( d_2(t) = \delta_{m[d_1]}(t) \).

Last proposition tells that the median of \( d_1 \) is a lower bound for the duration assigned to state 1. Thus it prescribes choosing every distribution \( d_j \) such that its median is \( \lfloor t \rfloor \). But even if this result provides the first half of the criterion 1, the other half may not be fulfilled in the general case.

**Uncoherency of heavy-tailed distributions**

First, we give a negative example of distributions that never fulfill the criterion. An important feature of probability distributions is their asymptotic speed of decay. This
feature is related to the radius of convergence $R_d \in [1, +\infty]$ of the probability generating function of $d$, denoted $Z[d](z) \overset{\text{def}}{=} \sum_{n \in \mathbb{N}} d(n) z^n$.

**Definition 1.** A discrete distribution $d$ is said to be heavy-tailed if $R_d = 1$, and light-tailed if not.

Convolutions of heavy-tailed distributions have been thoroughly studied. We borrow the following non-trivial result from [9].

**Proposition 2.** If $d_1$ is an heavy-tailed pmf, then

$$\liminf_{t \to \infty} \frac{\sum_{u=0}^{t-1} d_1(u) D_1(t-u)}{D_1(t)} = 1$$

If the two states have the same heavy-tailed occupancy distribution, then state 1 is decoded an infinite number of time. So, the criterion is never fulfilled. This fact discards using such pmfs as Bayesian priors.

### Coherency of IHR distributions

Nevertheless, using light-tailed distributions does not guarantee neither the criterion. But another notion of tail analysis helps checking whether the criterion hold or not.

**Definition 2.** A distribution $d$ is Increasing Hazard Rate (IHR) if its hazard rate $h(n) \overset{\text{def}}{=} \frac{d(n)}{D(n)}$ is non-decreasing.

**Proposition 3.** Let $d_1$ be an IHR pmf. For all distribution $d_2$, $\frac{d_1 \ast D_2}{D_1(t)}$ is a non-decreasing function of $t$.

**Proof.** The proof uses simple algebraic computations. Let us define the functions

$$f_u(t) \overset{\text{def}}{=} \begin{cases} 0 & \text{if } t \geq u \\ \frac{d_1(t-u)}{D_1(t)} D_2(u) & \text{if } 0 < t < u. \end{cases}$$

With this definition we have $\frac{d_1 \ast D_2}{D_1(t)} = \sum_{u=1}^{t-1} d_1(t-u) \frac{D_1(t)}{D_1(t)} = \sum_{u \in \mathbb{N}^*} f_u(t)$.

Let $h$ be the hazard rate of $d_1$, and $u$ be in $\mathbb{N}^*$. By definition of $h$, $\frac{d_1(t-u)}{D_1(t)} = \frac{d_1(t-u) D_1(t-u)}{D_1(t)} = h(t-u) \frac{1}{\prod_{v=1}^{u} (1-h(t-v))}$. Since the function $x \mapsto \frac{1}{1-x}$ is positive and increasing on $[0, 1[$, if $h$ is non-decreasing, then $t \mapsto f_u(t)$ is non-decreasing as a product of positive and non-decreasing functions. Consequently, $t \mapsto \frac{d_1 \ast D_2}{D_1(t)}$ is non-decreasing.

Monotony is a stronger but very interesting requirement: if the ratio is non-decreasing then the estimation never come back to state 1 after having decode state 2.
Extension to $N$ states

The previous arguments cannot be directly generalized to more than two states without further assumptions. Our next argument extends the idea of monotony that proposition 3 highlights. This approach turns out to be related to the notions of stochastic orderings introduced by [10].

**Definition 3.** Let $p_1, p_2$ be two distributions. $p_1$ is said to be **locally smaller** that $p_2$, denoted $p_1 \preceq^l p_2$, if $n \mapsto p_1(n)/p_2(n)$ is non-decreasing on supp$[p_2]$.

A family $(p_t)\in I$ of pmfs indexed by $I \subset \mathbb{R}$ is said to be **locally increasing** if $\forall t_1, t_2 \in I, \ t_1 \leq t_2 \Rightarrow p_{t_1} \preceq^l p_{t_2}$.

**Lemma 1.** If $(p_t)\in I$ is an increasing family, then the mode $\text{M}[p_t]$ of $p_t$ is a non-decreasing function of $t$.

This straightforward lemma is interesting: if the state probabilities of the semi-Markov chain $(F(t))_{t\in\mathbb{N}^+}$ constitute an increasing family, then states are decoded with respect to their ordering – although some states might be skipped. Moreover, checking numerically the criterion on a given chain becomes very easy: it holds if and only if $\frac{F_{j+1}(l_1+\ldots+l_j)}{F_j(l_j)} \leq 1$ and $\frac{F_{j+1}(1+l_1+\ldots+l_j)}{F_j(l_j)} > 1$ for all $j$. So, to finish with, next proposition gives a sufficient condition to obtain an increasing process.

**Definition 4.** A discrete distribution $d$ is **log-concave** if for all $n$ in $\mathbb{N}$, $d(n)^2 \geq d(n-1)d(n+1)$. This is equivalent to $d(.) \leq d(\cdot+u)$ for all $u \in \mathbb{N}$.

It is noteworthy that all log-concave distributions are IHR. The main point is that log-concavity “preserve” stochastic ordering, as the following lemma explains.

**Lemma 2** ([10, Theorem 2.1]). Let $f, g, h$ be three distributions. If $f$ is log-concave, then $g \preceq^l h \Rightarrow f \ast g \preceq^l f \ast h$.

See the reference for its proof, that is an application of the Binet-Cauchy formula.

**Proposition 4.** If the semi-Markov chain is linear and all occupancy distributions $d_j$ are log-concave, then the process $(F(t))_{t\in\mathbb{N}^+}$ is locally increasing.

**Proof.** Let $j$ be in $\mathbb{N}^+$. Since $d_{j-1}$ is log-concave, it is also IHR and $D_{j-1} \leq d_{j-1} \ast D_j$.

If $j > 1$, let us consider $\frac{F_{j+1}}{F_j} = \frac{d_1 \ast \ldots \ast d_{j-1} \ast d_j \ast D_{j+1}}{d_1 \ast \ldots \ast d_{j-1} \ast D_j}$. The class of log-concave distributions is stable by convolution [10], so $d_1 \ast \ldots \ast d_{j-1}$ is log-concave. Then, lemma 2 implies that $t \mapsto \frac{F_{j+1}(t)}{F_j(t)}$ is increasing. \hfill \Box

The monotony of Markov processes has been largely studied – see [11] for a survey. Proposition 4 is a first step towards its extension to semi-Markov processes. Moreover, in locally increasing Markov chains, first-time passages $T_j \overset{\text{def}}{=} \inf\{t \mid X_{t+1} \geq j, X_1 = 1\}$ have log-concave pmfs [12]. Proposition 4 looks like a “reverse” counterpart of this result for linear semi-Markov chains, since the pmf of $T_{j+1}$ is $d_1 \ast \ldots \ast d_j$ for such chains.
As a conclusion, log-concavity seems to be the most desirable property for prior distributions of duration. While log-concavity plays an important role in many fields of statistics, it has been scarcely studied on HSMMs. It is highlighted by [13] for improving computational efficiency of the Viterbi algorithm. Proposition 4 shows it also provides theoretical coherency to the Forward estimation. Furthermore, experiments show that taking into account these prescriptions do improve the performances of real-time alignment. A comparative test with results and video files can be found on http://repmus.ircam.fr/mutant/mlsp14.

CONCLUSION & PERSPECTIVES

This paper introduces a criterion of time-coherent modeling in semi-Markov models for alignment. This criterion is about estimation coherency under non-discriminative observation. We show that coherency cannot be obtained with Viterbi estimation but can be obtained with is the Forward estimation if the chosen probability distributions have some precise properties. This short study calls for further theoretical and experimental developments. More necessary and sufficient conditions related to the criterion can be derived. The framework can be extended to other estimators such as the Forward-backward algorithms. Moreover the proposed prescriptions lead to constraints on the learning parameter space; adding these constraints in HSMM training algorithms would be an interesting issue.
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