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Abstract
The concepts of weighted distributions have been introduced by Rao (1965,1985).

A weighted function will be denoted by w(x) and g(x, θ) = w(x)f(x,θ)
E(w(X) where Eθ(w(X)) =∫

D
w(x)dF (x), and f(., θ) is the distribution of random variable X and g is the pdf of the

weighted distribution.
Characterization results for the residual information measures are given here in view of

the weighted distributions. We also derive relationship among residual information measures
and reliability measures such as hazard rate.The residual divergence between two positive
random variables are studied and finding link results relevant to information theory and
reliability theory. Some examples that lead us to results related to information measures are
derived for order statistics, record value, proportional hazard, proportional reversed hazard,
Lorenz curve and hazard rate as special cases of weighted families.

Ebrahimi and Kirmani(1996) defined the uncertainty of residual lifetime distributions,
then Asadi et. al. (2005, 2004) obtained some results related to minimum dynamic discrim-
ination information and maximum dynamic entropy models.We obtain results concerning
their relations with life distributions and information measures and give some examples for
weighted families.

Some inequalities, relations and partial ordering for weighted reliability measures are also
presented. A new measure of information called cumulative residual entropy in view of M
Rao et. al. (2004) is defined, examples and some of its properties are obtained at the end of
this paper.
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