
Maximum entropy approah to haraterization of random mediaE. V. VakarinUMR 7575 LECA ENSCP-UPMC, 11 rue P. et M. Curie, 75231 Cedex 05, Paris, Franee-mail: vakarin�r.jussieu.frCharaterization of omplex disordered media (porous matries, random networks,et.) is usually based on an analysis of indiret probes. This is realized through a ontatof the medium and a system with a well-de�ned response funtion �(�j�) onditional tothe medium state �. Thus one deals with an inversion of the following integral�(�) = Z d�f(�)�(�j�);where �(�) is an experimental result, f(�) is the desired distribution of some relevantquantity, �. In many ases the inversion of this integral with respet to f(�) is an "ill-posed" mathematial problem. Therefore, urrent approahes involve either sophistiatedregularization proedures, or a �tting with multiple adjustable parameters. The problemis ompliated by the absene of a unique solution and strong sensitivity to the inputdeviations.Based on a ombination of the statistial thermodynamis and the maximum informa-tion priniple [1℄ we propose a omplementary approah to this problem. The distribu-tions are alulated through a maximization of the Shannon entropy funtional ondi-tioned by the available data �(�). The sheme is shown to provide an expliit solutionand a systemati link between the distribution and the input (�(�), and �(�j�)). Thegained amount of information is shown to be diretly related to the probe thermodynamistate �(�). Several illustrative examples, relevant to adsorption probes are disussed.[1℄ E. T. Jaynes, Phys. Rev. 106, 620 (1957)
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