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Abstract

A method, which we suggest to call the Empirical Maximum Entropy method, is
implicitly present at Maximum Entropy Empirical Likelihood method [1], as its
special, non-parametric case. From this vantage point we will survey the empirical
approach to estimation; cf. [1], [2], [3], [4], [5].
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