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In this tutorial talk, I will first review the main notions of Uncertainty, Random variable,
Probabilty distribution, Information and Entropy. Then, we will consider the following
main questions in any inference method:
1) Assigning a (prior) probability law to a quantity to represent our knowledge about it,
2) Updating the probability laws when there is new piece of information, and
3) Extracting quantitative estimates from a (posterior) probabilty law

For the first, I will mainly present the Maximum Entropy Principle (MEP).

For the second, we have two tools:
1) Maximising the relative entropy or equivalently minimizing the Kullbak-Leibler dis-
crepency measure, and
2) The Bayes rule.
We will precise the appropriate situations to use them as well as their possible links.

For the third problem, we will see that, even if it can be handeled through the decision
theory, the choice of an utility function may depend on the two previous tools used to
arrive at that posterior probability.

Finally, these points will be more illustrated through examples of inference methods for
some inverse problems such as image restoration or blind sources separation.
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