Final Exam of the Cours EE 671 : “Detection-Estimation”
Professor: Ali Mohammad-Djafari
Exam date: 05/04/1998 10:30 -12:30 Exam location: DBRT 301

Exercise 1: Recursive parameter estimation

Assume Z; = X; + N;,i=1,...,n where N;,i = 1,...,n is a sequence of i.i.d. Gaussian random
variables, each with zero mean and variance o2, and X;,i = 1,...,n are defined by

X0=®, XZ'ZOéXZ',]_, izl,...,’l’L
where « is known and © is a Gaussian random parameter with zero mean and variance ¢2.
1. Assuming that © and [V are independent, find the MMSE estimation of © based on Z1,..., Z,.

2. For each n = 1,2,..., let §n denote the MMSE estimate of © based on Zy,...,Z,. Show
that 6,, can be computed recursively by

6, =K' [Kn_1§n_1 fan Zn] Con=1,2,...

where 50 =0 and ,

Ky = ‘;—2 and K, =K, 1+ a>"

3. Draw a block diagram of this implementation.
4. Find an expression for the MSE e, = E {(@\n - @)2}.

5. For cases @ < 1; o = 1 and a > 1, what happens when n — o0o; ¢ — oo; and o2 — 0?

Exercise 2: Parameter estimation

Assume Z; = Asin(in/2 + ®) + N;,i = 1,...,n where N;,i = 1,...,n is a sequence of i.i.d.
Gaussian random variables, each with zero mean and variance o2, and n is even.

1. Suppose A and ® are non random with A > 0 and @ € [—7, n]. Find their ML estimates.
2. Suppose A and ® are random and independent with priors

— 1/7?, - S ¢ S ™
m(¢) = { 0, otherwise

a (12
wa = { Frew[-dm], ax0
0, otherwise

where (3 is known. Assume also that A and ® are independent of V.

2.1 Give the expression of the posterior law 7(A, ®|Z1,...,Z,);

2.2 Find the joint MAP estimates of A and ®;

2.3 Give the expression of the posterior laws 7(A|Z1,...,Z,) and ©(®|Z1,...,Z,), and
find the MAP estimates of A and ®

3. Under what conditions are the estimates from (1) and (2) approximately equal?



Exercise 3: Discrete periodic deconvolution

Assume Z; = S; + N; where
n—1
S; = Z hi Xi
k=0

and where h = [hg, h1,...,hn_1]! represents the finite impulse response of a channel. Assume also
that X; and S; are periodic sequences with known period n, i.e. X,4+r = X; and S,4r = S; for
any integer k and that we observe n samples Z = [Zo,..., Z,—_1]!. We want estimate the input
sequence X = [Xo,..., X, 1]t. Finally, we assume that N ~ N (0,6I) and independent of X.

1. Construct the matrices H and X in such a way that Z = HX + N and Z = Xh+ N.

2. Assume that h and X are known. Design a Bayesian optimal detector with the uniform prior
and the uniform cost coefficients.

3. Assume now that h is known and we want to estimate X. Find the ML estimate X mn(Z)

of X.
4. Find the MAP estimate X ,;,p(Z) and the MMSE estimate X ;;,,55(Z) if we assume that
X ~N(0,021).
5. Assume now that the input sequence X is known but h is unknown. Find the ML estimate
h by (Z) of h.
6. Fmd the MAP estimate fy,4p(Z) and the MMSE estimate &y, mse(Z) if we assume that
h~N(0,031).
7. Noting that H and X in (1) are circulant matrices and that we have the following relations:
H=F'AyF,  H'H=F'A’F, Aj=diag{DFT[ho, --,hn_1]} = diag {ﬁ(w)}
X = F'A,F,  X'X =F'A%F, A, = diag{DFT[Xo, -, X, 1]} = diag {X }
F'F=FF' =1, h(w)=Fh, @) =FX, h=Fhw), X-FX)

find the expressions of X (w)arr, and h(w)arr, in (3) and (5) and X (w)map and A(w)map in

(4) and (6).

8. N\ow assume that h and X are both unknown. Find the MAP and the MMSE estimates
Xyrap(Z) and XMMSE( ) of X and hMAP(Z) and hMMSE( ) of h if we assume that
X ~ N (0,02I) and h ~ N (0,021).

9. Assume now that X; can only take the values {0,1}. with P(X; = 0) = mp and P(X; =
1) = 1 — mg, with known mo, and that X; are independent. Design an optimal detector for
X; assuming h to be known.

10. Assume now that X;,4 = 1,...,n can be modelled as a first order Markov chain with tran-
sition probabilites

P(XIZO,X 1—0)—8 P(XZ'ZO,X,'_lz].):].—S
PX;=1,X; ,=1)=t PX;=

Design an optimal detector for X;.



Elements of corrections: Exam Cours EE 671 : “Detection-Estimation”
Professor: Ali Mohammad-Djafari
Exam date: 05/04/1998 10:30 -12:30  Exam location: DBRT 301

Exercise 1: Recursive parameter estimation

1. Replacing X; in Z; = X; + N; we have

Zi=ad'®@+N; — Z;|0 = 0 ~ N (a'6,5?)

1(218) = [ 270")/2 exp l—% > (zi- ai9)2]

i=1

T(02) x exp|-—0 (Zi—aiG)Z—L02‘|
L =1

L o 2 , O
x exp —FH Za —|—q—2
i=1

[ 1 n . o2
x exp|—=— at + —
L[S 2

1=

1< ;
— ﬁ Z Zz' azﬁ
i=1

(9 - 67MAP)2

1 ~ 2
x exp e (G—HMAP) ]
L n

Y aZ
02 + ¢ 2?21 2

Opap =O0umsE =

2. Noting
~ q2 2?21 a' Z; _ 2?21 a' Z;

nT 9 2 \\ 2i g2 n %
o2 +q*)y F+Zi:1az

it is easily seen that 8y = 0, K,, = ‘;—2 + > a* Ky = ‘;—j , Kp=Kp_1+0® and
é\n =K;"! I:Kn—lé\n—l +a"Zy,

n

3. Block diagram

i




4. MSE is the variance of the posterior law 7(6]|2)

0.2

2 7-—1
en==n 5, 5 =0 Kn
Zz’:la2l+g_2
o? -
K = 4 0421
n -1
en = 02 <02+q22a2i>
i=1
A q2Zin:1aiZi
no— U2+QQZ?:1a2i
5. Limit cases :
Kot o 0 Kit = (S, a%)
P?ooo— e = 0, 20— & 7 OZ" .y
Py ~ ot Z;
0, — 0 0, — W
2 2
Ky = o+ % if a < 1
o0 if a > 1
ng;az if a < 1
€00 = s
0 if a > 1
2 n i
q%:"jlf; S if a < 1
000: 0-+1—a
0 if a > 1



Exercise 2: Parameter estimation

1. Joint ML estimate
Z;|A, @ ~ N (Asin(in/2 + @),0?)
1 O o )
L(A,®) = f(Z|4,9) cexp | -5 > [Zi — Asin(in/2 + )]

i=1

L(A,®)=—-Inf(Z|A,®) =cte+ i[Z, — Asin(im/2 + ®)?

i=1
(A, ®)prr, = argmin {L(A4, ®)}
(4,2)
OL(A,®) o~ e
—i = 0_—2izzlsm(m/2+<1>)[zl Asin(in /2 + )]
OL(A,®) _ N~ g
5 = 0= 2AZCOS(Z7T/2+<I>)[Zz Asin(in/2 + )]

i=1
Knowing that n is even and expanding the sums

n/2 n/2

n
ZXn = ZXQk—l + Zsz
=1 k=1 k=1

and using
. 9. _ o L a2y _
Zsm (in/2+®) = Z [2 5 Sin (z7r+2<1>)] n/2,
=1 =1
n 1 n
> sin(im/2 + ®) cos(im/2 + B) = 3 > sin(ir + &) =0
i=1 i=1

these two equations become

2 n
A = 257 sin(in/2+ ®
n; sin(im/2 + @)
n/2 n/2
tan(®) = D (=1)*Zox/ Y (-1)*Zops
k=1 k=1

Another interesting way to do is:

A cos
X = (Asin:i)’ Z= [Zl""vzn]ta N = [Nla"-aNn]t;

sin(mw/2)  cos(w/2)
sin(m) cos(m)

Z=HX+ N, where H =

sin(nm/2) cos(nm/2)



ML estimate:

S _ 2 0 Acos¢p =23
X =(H'H)"'H'Z wh mH- (" 2 n Zei=1
X=( ) £ where ( 0 n/2 Asing =237 Z; cos(in/2)

2 o= %izi [sinin/2) + cos(in/2)]

i=1

tan(®) = zn:Zz- sin(i7r/2)/iZ,- cos(in/2)

Note that, if we were asked to obtain the marginal MAP estimates of A or &, we had to
calculate the likelihoods

L) = —Wf(ZIA)=—In [ f(Z/4,9)ds

—T

0@ = fze) = [ jzla,9)da

which are more difficult to do.

. MAP estimate

1 O 1
(A, ®|Z) x exp [_ﬁ Z[Zi—Asin(iﬂ/2+<I>)]2—W(Az—ﬂnA) , A>0,—7m<®<7
i=1

To obtain the expressions of 7(A|Z) and 7(®|Z) we need the to calculate the following
integrals

T 1 L s 1,

m(A|Z) « /_Wexp l—wizzl[Z,-—Asm(m/2+@)] _W(A —2InA)| d®
o0 1 O L s 1,

m(®|Z) /0 exp l—fﬂ;[Zi—Asm(m/Q%—@)] _W(A —2lnA)| dA

Unfortunately, none of these integrals has analytical solution.

(A, ®)prap = argmin {J(A, ®)}
(A,2)
with

0.2

J(A,®) = L(A,®) + ﬁ(*‘ﬁ —2In A) + cte

. We can see that if A = 1 and if 32 >> 02, then the terme %§A2 can be neglected against
L(A, ®) and the MAP and the ML estimates will approximately equal.



Exercise 3: Discrete periodic deconvolution

1. Using the periodicity of h; and X; we obtain

ho  hp_1 hi Xo Xn1 X1
hy ho  hnot ha Xy Xo Xn1 Xo
e ) ) ) Cx- ) )
h",1 anl
hn_1 hi  ho Xn1 X1 Xo

These are circulant matrices.

2. Detection

Hy : Z;=N; i
{ H : 7= 8+ N %lnL(Z)Zg(Zi—Si)Q—Z?
n—1 n—1 n—1 n—1 > 1 n—1
N(Zi- S —z2=-2Y ZiSi+ > S} — Y ZiSi = 5253
0=1 0=1 0=1 0=1 < T 0=1
1 >
i(Z) = 0/1 if 2?21 ZiSi = % 22;1 51'2
1 <

3. ML estimate of X
f(Z|X) =N (HX,0°T) — —InL(X) = cte + |Z — HX|*? — X,,;;, = (H'H)"'H'Z

4. MAP estimate of X

1 o o o?
m(X|Z) o exp —ﬁ[IIZ— HX|? + o IXIP| — Xprap = Xyrrse = (HtH+—QI) 'H'Z

T

5. ML estimate of h
f(Z|h) = N (Xh,0*T) — —InL(k) = cte + || Z — Xh|]> — hy,, = (X'X)7'X'Z

6. MAP estimate of h

1 ~ ~ o? _
m(h|Z) o< exp _F[”Z — Xh|I> + o ||kI*| — harap = haryse = (XX + 0—21) ‘X'z
h

7. Expressions of X (w) and h(w):
Starting by the ML estimate and

FX = F(H'H)'H'Z

and replacing for H and H* we obtain

o _ 2\—1 At 7 & _E(W)~ _ 1 5
R() = FN)TMZE) — K@) = 255 26) = 705 2
Similarly )
: X' 1
h(w) = = Z(w)= —=——Z(w
M) = Zop 2 = x50 2



Similarly for the MAP estimates, we obtain

cy - @ s 1 bl

O Rp e M ) wr + 5 2
- RN R (%
MO = Fwp+e 297 30 iZwr + 5 2

. Blind deconvolution

f(ZIX,h) = N (HX,0°I) =~N (Xh,0°I)
(E02) o ep |55y [1Z - HXP+ SIme + Gx )P
T A P02 |12 - or 02"
1 5 0.2 5 0.2 5
x exp g 12 X8I+ Gni? + )

We can try the joint MAP

with

(X, h) pap = argmin {J(X, )}
(z’h)

2 o’ 2 o’ 2 2 o’ 2 o’ 2
J(X,h) = |Z - HX|]” + < [IalI" + = [IX]I° = |IZ = XA|I" + = [[2ll* + = [IX]|
2 2 2 2
O O oy, oy,

using an iterative algorithm such as

-~ N 2 H

£ = argmin {J(L h(k))} —(H'H+ LD H'Z with H=H"
i T

R N 2 —(k

2 = argmin {7(x® B} = (x'x + L0 x'Z wih X=X"

h Oh

We can also try to find the posteriors

m(X|Z)

m(h|Z)

[rxizax= [ew]-5 1z xni + Zine + Sixe]] an
MAlL) A = [P To0e |14 - op ' o2’ -

Il

1 9 o? 9 o? 9
7(X12)dX = [exp |5 |12 - HXIP + S ul? + ZIXIP| | ax
h T

These integrals have explicite solutions using

[ [—%(EPZ)] ax

1
/exp [—ﬁwz] dz = (2ro?)'/?

1
[ow [—ﬁnxn?] ax

(271’0’2)n/2

2m)"?|P|"/?, where |P|=dét{P}



9. Binary and independent

n(z) = P{X = 2} = (mo)" 2% (my) 2%
Inw(z) = (n— Zmz) In(mo) + Zm, In(m) =nlnm + sz In

].—7T0

o
0

1
In7(z|Z) = cte — ﬁ”Z_HQW — Zw, In rp—

X= argmin{J(@) =|Z- Hz|* + ain} with a =20 In 1

z

o
— T

Noting that

gj = [-2H'(Z - Hz)], + o

an iterative algorithm can be proposed

1 >
§§k+1): 5:\5’“) it [H'HzY);, = [H'Z]; +0
0 <

10. Binary and first order Markov chain:
Noting that

Num. of transitions 1-1 = Z i X
li—jl=1

Num. of transitions 0—0 = Z (1—z)(1—=x;)
li—jl=1

L 1
Num. of transitions 0—1 = 3 Z (zi — x;)°
Num. of transitions 1—-0 = Z (z; — z;)*

we have

m(z) = P{X =2} x (S)Eli—jl=1 i (t)zu—j|=1(17“)(17w")(1—3)Z\i—j\=1(“7z’) (l—t)zli—ﬂﬂ(“*z")

Simplifying and noting that >z = _ ; and noting a = % and 3 = % we

obtain
Inn(z) = —(Ina) Za:, —(Inp) Z x; T
li—j|=1
Inm(z|Z) = cte — 2}7”2— Hz|? - (lna)z z; — (InB) Z T; Tj

li—jl=1

Z =argmin ¢ J(z) = ||Z — Hz|*> + (26*Ina) Zx, + (20%1n ) Z T; %

T
= li—j|=1
Again, based on

oJ
8%‘,’

=[—2HY(Z — Hz)], + 20’Ina+ 20’ Inj3 T;
7 J

li—jl=1

an iterative algorithm can be proposed.



