Regularization, maximum entropy and probabilistic methods in mass spectrometry data processing problems

A. Mohammad-Djafari*, J.-F. Giovannelli, G. Demoment, J. Idier

Laboratoire des Signaux et Systèmes, Unité mixte de recherche n°8506 (CNRS-Supelec-UPS), Supélec, Plateau de Moulon, 3 rue Joliot-Curie, 91192 Gif-sur-Yvette Cedex, France

Received 16 July 2001; accepted 5 November 2001

Abstract

This paper is a synthetic overview of regularization, maximum entropy and probabilistic methods for some inverse problems such as deconvolution and Fourier synthesis problems which arise in mass spectrometry. First we present a unified description of such problems and discuss the reasons why simple naïve methods cannot give satisfactory results. Then we briefly present the main classical deterministic regularization methods, maximum entropy-based methods and the probabilistic Bayesian estimation framework for such problems. The main idea is to show how all these different frameworks converge to the optimization of a compound criterion with a data adequation part and an a priori part. We will however see that the Bayesian inference framework gives naturally more tools for inferring the uncertainty of the computed solutions, for the estimation of the hyperparameters or for handling the myopic or blind inversion problems. Finally, based on Bayesian inference, we present a few advanced methods particularly designed for some mass spectrometry data processing problems. Some simulation results illustrate mainly the effect of the prior laws or equivalently the regularization functionals on the results one can obtain in typical deconvolution or Fourier synthesis problems arising in different mass spectrometry technique. (Int J Mass Spectrom, in press) © 2002 Published by Elsevier Science B.V.

1. Introduction

1.1. Data processing problems in mass spectrometry

In mass spectrometry, the data acquisition and processing is an essential part of the final measurement process. Even if, in some cases, only some pre-processing is done during the acquisition process, the post-acquisition data processing is a vital part of many new mass spectrometry instruments. The main reason is that the raw data do not, in general, directly represent the parameters of interest. These raw data are, in general, transformed and distorted version of the ideal physical quantity of interest which is the mass distribution of the object under the test.

Some distortions are related directly to the measurement system, for example the blurring effect of the time-of-flight (TOF) [1] mass spectrometry data can be written as a simple one-dimensional convolution equation:

\[ g(\tau) = \int f(t)h(\tau - t) \, dt, \tag{1} \]

where \( h(t) \) is the point spread function (psf) of blurring effect, \( f(t) \) the desired mass distribution and \( g(t) \) the data. Fig. 1 shows an example where in place of...
observing the signal \( f(t) \) in (a) the signal \( g(t) \) in (b) has been observed.

Some others are due to the output parts of the instrument, for example the interaction and coupling effect of focal plane detectors (FPD) [2] or non-uniformity of ion conversion devices (electron multipliers) in general and in matrix-assisted laser desorption ionization (MALDI) techniques in particular. These distortions can be written as a two-dimensional convolution equation:

\[
g(x', y') = \iint f(x, y)h(x' - x, y' - y) \, dx \, dy. \tag{2}
\]

In some other mass spectrometry techniques such as Fourier transform ion cyclotron resonance (FT-ICR), the observed data are related to the Fourier transform (FT) or Laplace transform (LT) of the mass distribution:

\[
g(\tau) = \int f(s) \exp\{-s \tau\} \, ds, \tag{3}
\]

with \( s = j \omega \) or \( s = j \omega + \alpha \), where \( \alpha \) is an attenuation factor. Fig. 2 shows an example of the theoretical spectrum \( f(s) \) in (a) and the corresponding observed data \( g(\tau) \) in (b). We may observe that, due to the attenuation and the noise in the data, a simple inversion by inverse FT (c) may not give satisfactory result.

In this paper we try to give a unified approach to deal with all these problems. For this purpose, first we...
note that all these problems are special cases of

\[ g(s) = \int f(r) h(r, s) \, dr. \]  

(4)

Then, we assume that the unknown function \( f(r) \) can be described by a finite number of parameters \( x = [x_1, \ldots, x_n] \):

\[ f(r) = \sum_{j=1}^{n} x_j b_j(r), \]  

(5)

where \( b_j(r) \) are known basis functions. With this assumption the raw data \( y(i) = g(s_i), i = 1, \ldots, m \) are
related to the unknown parameters $\mathbf{x}$ by

$$y(i) = g(s_i) = \sum_{j=1}^{n} A_{i,j} x_j,$$

with $A_{i,j} = \int b_j(r) h(r, s_i) \, dr$, (6)

which can be written in the simple matrix form $\mathbf{y} = \mathbf{A} \mathbf{x}$. The inversion problem can then be simplified to 

the estimation of $\hat{\mathbf{x}}$ given $\mathbf{A}$ and $\mathbf{y}$. Two approaches are then in competition: (a) the dimensional control approach which consists in an appropriate choice of the basis functions $b_j(r)$ and $n \leq m$ in such a way that the equation $\mathbf{y} = \mathbf{A} \mathbf{x}$ be well conditioned; (b) the more general regularization approach where a classical sampling basis for $b_j(r)$ with desired resolution is choose no matter if $n > m$ or if $\mathbf{A}$ is ill-conditioned.

In the following, we follow the second approach which is more flexible for adding more prior information on $\mathbf{x}$. We must also remark that, in general, it is very hard to give a very fine mathematical model to take account for all the different steps of the measurement process. However, very often, we can find a rough linear model for the relation between the data and the unknowns (one- or two-dimension convolution or FT or any other linear transformation). But this model may depend on some unknown parameters $\theta$ for example the amplitude and the width of the Gaussian shape psf. It is then usual to write

$$\mathbf{y} = \mathbf{A}_0 \mathbf{x} + \mathbf{e},$$

(7)

where $\mathbf{e}$ is a random vector accounting for the remaining uncertainties of the model and the measurement noise process.

When the direct model is perfectly known, the main objective of the data processing step is to obtain an estimate $\hat{\mathbf{x}}$ of the $\mathbf{x}$ such that $\hat{\mathbf{x}}$ optimizes some optimality criteria. We will see that, very often, a data matching criterion such as a least square (LS) criterion $J(\mathbf{x}) = ||\mathbf{y} - \mathbf{A} \mathbf{x}||^2$ does not give satisfactory results. This is, in general due to ill-posedness of the problem which, in the case of linear problems, results in

ill-conditioned linear systems of equations [3]. To obtain a satisfactory result, we need to introduce some prior information about the errors and about the unknowns $\mathbf{x}$. This can be done through the general regularization theory or in a more general way through the probabilistic inference and statistical estimation. In probabilistic methods, the rough prior informations about the errors $\mathbf{e}$ and the unknowns $\mathbf{x}$ are used to assign the prior probability distribution $p(\mathbf{e} | \phi_1)$ and $p(\mathbf{x} | \phi_2)$ where $\phi_1$ and $\phi_2$ are their respective parameters.

Thus, the first steps of solving the problem are to clearly identify $\mathbf{x}$, $\mathbf{A}$, $\theta$ and $\mathbf{y}$ and to define an optimality criterion for $\hat{\mathbf{x}}$ which may also depends on the hyperparameters $\phi = [\phi_1, \phi_2]$. The next step is to find an efficient algorithm to optimize it, and finally, the third step is to characterize the obtained solution. We will however see that these steps are forcibly dependent to each other.

In this paper we focus on this general problem. We first consider the case where the model is assumed to be perfectly known ($\mathbf{A}$ and $\theta$ known). This is the simple inversion problem. Then we consider the more general case where we have also to infer about $\theta$. This is the myopic or blind inversion problem. We may also want to infer on the hyperparameters $\phi$ from the data (unsupervised inversion). In some cases, we may have two sets of data, one with known input (for calibration or point spread function estimation purposes) and one with unknown input. Finding an optimal solution for the psf and the unknown input from the two sets of data can be considered as multi-channel blind deconvolution.

1.2. Why simple naive methods do not give satisfaction?

When the degradation model is assumed to be perfectly known, we are face to a simple inversion problem. However, even in this case

- the operator $\mathbf{A}$ may not be invertible ($\mathbf{A}^{-1}$ does not exists);
- it may admit more than one inverse ($\exists \mathbf{B}_1$ and $\mathbf{B}_2$ such that $\mathbf{B}_2 \mathbf{B}_1 (\mathbf{A}) = \mathbf{B}_2 (\mathbf{A}) = \mathbf{I}$ where $\mathbf{I}$ is the identity operator);
it may be ill-posed or ill-conditioned meaning that there exists \( x \) and \( x + \alpha \delta x \) for which \( \| A^{-1}(x) - A^{-1}(x + \alpha \delta x) \| \) never vanishes even if \( \alpha \to 0 \).

These are the three necessary conditions of existence, uniqueness and stability of Hadamard for the well-posedness of an inversion problem \([4–6]\). This explains the reason for which, in general, even in this simple case, many naïve methods based on generalized inversion or on least squares may not give satisfactory results. Fig. 3 shows, in a simple way, the ill-posedness of a deconvolution problem. In this figure, we see that three different input signals can result three outputs which are practically indistinguishable from each other. This means that, data adequation alone cannot distinguish between any of these inputs.

As a conclusion, we see that, apart from the data, we need extra information. The art of inversion in a particular inverse problem is how to include just enough prior information to obtain a satisfactory result. In the following, we will see that, to do this, there are, at least, three approaches: (i) classical deterministic regularization approach; (ii) information theory and entropy-based approach; and (iii) probabilistic and more specifically the Bayesian estimation approach.

The main idea of this paper is to show how all these different frameworks converge to the optimization of a compound criterion: a data adequation part (likelihood) and an a priori part (or penalization). We will see however that the Bayesian framework gives more tools, for example, for inferring the uncertainty of the computed solutions, for accounting for more specific knowledge of the errors and noise and for the estimation of the hyperparameters and for handling myopic and blind inversion problems.

2. Regularization methods

Conceptually, regularization means finding a unique and stable solution to an ill-posed inverse problem. A review of the regularization theory and its different presentations is out of the scope of this paper. Here, we adopt a practical discrete approach, i.e., when the problem is discretized and we are faced to a linear system of equations \( y = Ax \) which may be either under or over-determined.

In the first case the equation \( y = Ax \) has more than one solution and one way to obtain a unique solution is to define a criterion, for example \( \Delta(x, m) \) to choose that unique solution by

\[
\hat{x} = \arg \min_{\|Ax=y\}} \Delta(x, m),
\]

where \( m \) is an a priori solution and \( \Delta \) a distance measure.

The solution to this constrained optimization can be obtained via Lagrangian techniques \([7]\) which consists of defining the Lagrangian \( L(x, \lambda) = \Delta(x, m) + \lambda (y - Ax) \) and searching for \((\hat{\lambda}, \hat{x})\) through

\[
\begin{cases}
\hat{x} = \arg \min_{\lambda} \{ D(\lambda) = \inf_{x} L(x, \lambda) \},
\hat{\lambda} = \arg \min_{\lambda} \{ L(x, \lambda) \}.
\end{cases}
\]

As an example, when \( \Delta(x, m) = 1/2 \| x - m \|^2 \) then the solution is given by

\[
\hat{x} = m + A^t(AA^t)^{-1}(y - Am).
\]

One can remark that, when \( m = 0 \) we have \( \hat{x} = A^t(AA^t)^{-1}y \) and this is the classical minimum norm generalized inverse solution.

Another example is the case where \( \Delta(x, m) = \sum_j x_j \ln(x_j/m_j) \) which is more detailed in Section 3.1.

The main issue here is that, this approach provides a unique solution to the inverse problem, but in general, this solution remains sensitive to error on the data.

In the second case the equation \( y = Ax \) may not even have a solution. One then can try to define a solution by

\[
\hat{x} = \arg \min_{x} \{ \Delta(y, Ax) \},
\]

where \( \Delta(y, z) \) is a distance measure between \( y \) and \( z \).

The case where \( \Delta(y, z) = \| y - z \|^2 \) is the well-known least squares (LS) method. In this case, it is easy to see that any \( \hat{x} \) which satisfies the normal equation \( A^tA\hat{x} = A^t y \) is a LS solution. If \( A^tA \) is invertible and well-conditioned then \( \hat{x} = (A^tA)^{-1}A^t y \) is again the unique generalized inverse solution. But,
in general, this is not the case: $A^t A$ is rank deficient or ill-conditioned and we need to constrain the space of the admissible solutions. The constraint LS is then defined as
\[ \hat{x} = \arg \min_{x \in C} \{ \| y - A x \|^2 \}, \]
(12)
where $C$ is a convex set. The choice of the set $C$ is primordial to satisfy the three conditions of a well-posed solution. An example is the positivity constraint: $C = \{ x : \forall j, x_j > 0 \}$. Another example is $C = \{ x : \| x \|^2 \leq \alpha \}$ where the solution can be computed via the optimization of
\[ J(x) = \| y - A(x) \|^2 + \lambda \| x \|^2. \]
(13)
The main technical difficulty is the relation between $\alpha$ and $\lambda$. The minimum norm LS solution can also be computed using the singular values decomposition, where there is a link between the choice of the
threshold for truncation of the singular values and \( \alpha \) or \( \lambda \).

In the general case, it is always possible to define a unique solution as the optimizer of a compound criterion \( J(\mathbf{x}) = \| \mathbf{y} - \mathbf{Ax} \|^2 + \lambda \mathcal{F}(\mathbf{x}) \) or the more general criterion

\[
J(\mathbf{x}) = \Delta_1(\mathbf{y}, \mathbf{Ax}) + \lambda \Delta_2(\mathbf{x}, \mathbf{m}),
\]

where \( \Delta_1 \) and \( \Delta_2 \) are two distances or discrepancy measures, \( \lambda \), a regularization parameter and \( \mathbf{m} \) is an a priori solution. The main questions here are: (i) how to choose \( \Delta_1 \) and \( \Delta_2 \) and (ii) how to determine \( \lambda \) and \( \mathbf{m} \). For the first question, many choices exist:

- Quadratic or \( L_2 \) distance: \( \Delta(\mathbf{x}, \mathbf{z}) = \| \mathbf{x} - \mathbf{z} \|^2 = \sum_j (x_j - z_j)^2; \)
- \( L_p \) distance: \( \Delta(\mathbf{x}, \mathbf{z}) = \| \mathbf{x} - \mathbf{z} \|^p = \sum_j |x_j - z_j|^p; \)
- Kullback distance: \( \Delta(\mathbf{x}, \mathbf{z}) = \sum_j x_j \ln(x_j/z_j) - (x_j - z_j); \)

- roughness distance: \( \Delta(\mathbf{x}, \mathbf{z}) \) any of the previous distances with \( z_j = x_{j-1} \) or \( z_j = (x_{j-1} + x_{j-1})/2 \) or any linear function \( z_j = \psi(x_k, k \in \mathcal{N}(j)) \) where \( \mathcal{N}(j) \) stands for the neighborhood of \( j \). (One can see the link between this last case and the Gibbsian energies in the Markovian modeling of signals and images).

The second difficulty in this approach is determination of the regularization parameter \( \lambda \), which is discussed at the end of this paper, but its description is out of the scope of this paper.

As a simple example, we consider the case where both \( \Delta_1 \) and \( \Delta_2 \) are quadratic: \( J(\mathbf{x}) = \| \mathbf{y} - \mathbf{Ax} \|^2 + \lambda \| \mathbf{x} - \mathbf{m} \|^2 \) with the notation \( \| \mathbf{z} \|^2 = \mathbf{WzW}^T \). The optimization problem, in this case, has an analytic solution

\[
\hat{\mathbf{x}} = (\mathbf{A}^T \mathbf{W}^T + \lambda \mathbf{Q})^{-1} (\mathbf{A}^T \mathbf{Wy} - \mathbf{Qm}),
\]

which is a linear function of the a priori solution \( \mathbf{m} \) and the data \( \mathbf{y} \). Note also that when \( \mathbf{m} = 0, \mathbf{Q} = \mathbf{I} \) and \( \mathbf{W} = \mathbf{I} \) we have \( \hat{\mathbf{x}} = (\mathbf{A}^T \mathbf{A} + \lambda I)^{-1} \mathbf{A}^T \mathbf{y} \) and when \( \lambda = 0 \) we obtain the generalized inverse solutions \( \hat{\mathbf{x}} = (\mathbf{A}^T \mathbf{A})^{-1} \mathbf{A}^T \mathbf{y} \).

As we mentioned before, the main practical difficulties in this approach are the choice of \( \Delta_1 \) and \( \Delta_2 \) and determination of the hyperparameters \( \lambda \) and the inverse covariance matrices \( \mathbf{W} \) and \( \mathbf{Q} \).

3. Maximum entropy methods

3.1. Classical ME methods

The notion of entropy has been used in different ways in inversion problems. The classical approach is considering \( \mathbf{x} \) as a distribution and the data \( \mathbf{y} \) as linear constraints on them. Then, assuming that the data constraints are satisfied by a non-empty set of solutions, a unique solution is chosen by maximizing the entropy

\[
S(\mathbf{x}) = -\sum_j x_j \ln x_j,
\]

or by minimizing the cross-entropy or the Kullback-Leibler distance between \( \mathbf{x} \) and a default solution \( \mathbf{m} \)

\[
\text{KL}(\mathbf{x}, \mathbf{m}) = \sum_j x_j \ln \frac{x_j}{m_j} - (x_j - m_j),
\]

subject to the linear constraints \( \mathbf{y} = \mathbf{Ax} \). This method can be considered as a special case of the regularization technique described in previous section for the under-determined case. Here, we have \( \Delta(\mathbf{x}, \mathbf{m}) = \text{KL}(\mathbf{x}, \mathbf{m}) \) and the solution is given by

\[
\hat{x}_j = m_j \exp[-(A^T \hat{\lambda})_j],
\]

with \( \hat{\lambda} = \arg \min_{\lambda} \{ \mathcal{D}(\lambda) = \lambda' \mathbf{y} - \mathcal{G}(A\lambda, \mathbf{m}) \} \).

where \( \mathcal{G}(s, \mathbf{m}) = \sum_j m_j (1 - \exp[-s_j]) \). Unfortunately here \( \mathcal{D}(\lambda) \) is not a quadratic function of \( \hat{\lambda} \) and thus there is not an analytic expression for \( \hat{\lambda} \). However, it can be computed numerically and many algorithms have been proposed for its efficient computation. See for example [8,9] and the cited references for more discussions on the computational issues and algorithm implementation.

For other choices of entropy expressions and the presentation of the optimization problem in continuous case (functions and operators in place of vectors and matrices) see [10].

However, even if in these methods, thanks to convex analysis and Lagrangian techniques, the constrained optimization of (16) or (17) can be replaced by an equivalent unconstrained optimization, the ob-
3.2. Entropy as a regularization functional

Entropy (16) or cross-entropy (17) has also been used as a regularization functional $\Delta_2(x, m)$ in (14). The main difficulty in this approach is the determination and proper signification of the regularization parameter $\lambda$. Note that the criterion

$$ J(x) = \|y - Ax\|^2 + \lambda \text{KL}(x, m), \quad (19) $$

is convex on $\mathbb{R}^n_+$ and the solution, when exists, is unique and can be obtained either by any simple gradient-based algorithm or by using the same Lagrangian technique giving:

$$ \hat{x}_j = m_j \exp[-\{A^t \hat{\lambda} \}], $$

with

$$ \hat{\lambda} = \arg \min_{\lambda} \left\{ D(\lambda) = \lambda^t y - \mathcal{G}(A^t \lambda, m) + \frac{1}{\lambda} \|\lambda\|^2 \right\}. \quad (20) $$

Note that the only difference between (18) and (20) is the extra term $1/\lambda \|\lambda\|^2$ in $D(\lambda)$. Note also that the solution is not a linear function of the data $y$, but a linear approximation to it can be obtained by replacing $\text{KL}(x, m)$ by its Taylor series expansion up to the second order which writes

$$ J(x) = \|y - Ax\|^2 + \lambda (x - m)^t \text{diag}[m]^{-1}(x - m), $$

which gives

$$ \hat{x} = m + \text{diag}[m](A \text{diag}[m] A^t + \lambda^{-1} I)^{-1}(y - Am). $$

3.3. Maximum entropy in the mean

The following summarizes the different steps of the approach:

- Consider $x$ as the mean value of a quantity $X \in \mathcal{C}$, where $\mathcal{C}$ is a compact set on which a probability law $P$ is defined: $x = E_P(X)$, and the data $y$ as exact equality constraints on it: $y = Ax = A E_P[X]$.

- Determine $P$ by minimizing $\text{KL}(P; \mu)$ subject to the data constraints. Here $\mu(x)$ is a reference measure corresponding to the prior information on the solution. The solution is obtained via the Lagrangian and is given by

$$ dP(x, \lambda) = \exp[\lambda^t [Ax] - \ln Z(\lambda)] d\mu(x), $$

where $Z(\lambda) = \int \exp[\lambda^t [Ax]] d\mu(x)$. The Lagrange parameters are obtained by searching the unique solution of $\partial \ln Z(\lambda)/\partial \lambda_i = y_i$, $i = 1, \ldots, M$.

- The solution to the inverse problem is then defined as the expected value of this distribution: $\hat{x}(\lambda) = E_P[X] = \int x dP(x, \lambda)$.

These steps are very formal. In fact, it is possible to show that the solution $\hat{x}(\lambda)$ can be computed in two ways:

- Via optimization of a primal or direct criterion: the solution $\hat{x}$ is expressed as a function of the dual variable $\hat{s} = A^t \hat{\lambda}$ by $\hat{s}(\hat{\lambda}) = \nabla_s G(\hat{s}, \mu)$ where

$$ G(s, m) = \ln Z(s, m) = \ln \int \exp[s^t x] d\mu(x), $$

$$ m = E_\mu(X) = \int x d\mu(x) \text{ and } \hat{\lambda} = \arg \max_{\lambda} \{ D(\lambda) = \lambda^t y - G(A^t \lambda) \}. $$

- Via optimization of a dual criterion: the solution $\hat{x}$ is expressed as a function of the dual variable $\hat{s}$.

What is interesting here is the link between these two options. Note that

- Functions $G$ and $H$ depend on the reference measure $\mu(x)$.
- The dual criterion $D(\lambda)$ depends on the data and the function $G$.
- The primal criterion $H(x, m)$ is a distance measure between $x$ and $m$ which means: $H(x, m) \geq 0$ and $H(x, m) = 0$ iff $x = m$; $H(x, m)$ is differentiable and convex on $\mathcal{C}$ and $H(x, m) = \infty$ if $x \notin \mathcal{C}$. 


• If the reference measure is separable: \( \mu(x) = \prod_{j=1}^{N} \mu_j(x_j) \) then \( P \) is too: \( dP(x, \lambda) = \prod_{j=1}^{N} dP_j(x_j, \lambda) \) and we have

\[
G(s, m) = \sum_{j} g_j(s_j, m_j), \\
H(x, m) = \sum_{j} h_j(x_j, m_j), \quad \hat{x}_j = g'_j(s_j, m_j),
\]

where \( g_j \) is the logarithmic Laplace transform of \( \mu_j: g_j(s) = \ln \int \exp[x] d\mu_j(x); \) and \( h_j \) is the convex conjugate of \( g_j: h_j(x) = \max_{s} [sx - g_j(s)] \).

The following table gives three examples of choices for \( \mu_j \) and the resulting expressions for \( g_j \) and \( h_j \):

<table>
<thead>
<tr>
<th>( \mu_j(x) )</th>
<th>( g_j(s) )</th>
<th>( h_j(x, m) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian</td>
<td>( \exp[-(1/2)(x - m)^2] )</td>
<td>( 1/2(s - m)^2 )</td>
</tr>
<tr>
<td>Poisson</td>
<td>( m^2/\lambda \exp[-\lambda m] )</td>
<td>( \exp[m - s] )</td>
</tr>
<tr>
<td>Gamma</td>
<td>( x^{\alpha - 1} \exp[-x/m] )</td>
<td>( \ln (s - m) )</td>
</tr>
</tbody>
</table>

We may remark that the two famous expressions of Burg and Shannon entropies are obtained as special cases. For more details see [11–21].

As a conclusion, we see that the maximum entropy in mean extends in some way the classical ME approach by giving other expressions for the criterion to optimize. Indeed, it can be shown that where ever we optimize a convex criterion subject to the data constraints we are optimizing the entropy of some quantity related to the unknowns and vise versa. As a final remark, we see that even if this information theory approach gives some more insights for the choice of criteria to optimize, it is more difficult to account for the errors on the data and there is no tools for the determination of the hyperparameters.

4. Bayesian estimation approach

In Bayesian approach, the main idea is to translate our prior knowledge about the errors and about the unknowns to prior probability laws. Then, using the Bayes rule the posterior law of the unknowns is obtained from which we deduce an estimate for them.

To illustrate this, let consider the case of linear inverse problems \( y = Ax + \epsilon \). The first step is to write down explicitly our hypothesis: starting by the hypothesis that \( \epsilon \) is zero-mean (no systematic error), white (no correlation for the errors) and assuming that we may only have some idea about its energy \( \sigma_\epsilon^2 = 1/(2\phi) \), and using either the intuition or the maximum entropy principle (MEP) lead to a Gaussian prior law: \( \epsilon \sim \mathcal{N}(0, 1/(2\phi)I) \). Then, using the direct model \( y = Ax + \epsilon \) with this assumption leads to

\[
p(y|x, \phi) \propto \exp[-\phi \|y - Ax\|^2].
\]  

(21)

The next step is to assign a prior law to the unknowns \( x \). This step is more difficult and needs more caution.

Again here, let illustrate it through a few examples. In the first example, we assume that, a priori we do not have (or we do not want or we are not able to account for) any knowledge about the correlation between the components of \( x \). This leads us to

\[
p(x) = \prod_{j} p_j(x_j).
\]  

(22)

Now, we have to assign \( p_j(x_j) \). For this, we may assume to know the mean values \( m_j \) and some idea about the dispersions around these mean values. This again leads us to Gaussian laws \( \mathcal{N}(m_j, \sigma_{x_j}^2) \), and if we assume \( \sigma_{x_j}^2 = 1/(2\phi) \), \( \forall j \), we obtain

\[
p(x) \propto \exp[-\theta \sum_{j} |x_j - m_j|^2] = \exp[-\theta \|x - m\|^2].
\]  

(23)

With these assumptions, using the Bayes rule, we obtain

\[
p(x|y) \propto \exp[-\phi \|y - Ax\|^2 - \theta \|x - m\|^2].
\]  

(24)

This posterior law contains all the information we can have on \( x \) (combination of our prior knowledge
In some cases we may know more, for example we may a priori know that $x_j$ are positive values. Then a Gamma prior law

$$p(x_j) = G(\alpha, m_j) \propto (x_j/m_j)^{-\alpha} \exp[-x_j/m_j].$$

(27)

would be a better choice.

In some other cases we may know that $x_j$ are discrete positive values. Then a Poisson prior law

$$p(x_j) \propto \frac{m_j^{x_j}}{x_j!} \exp[-m_j]$$

(28)

is a better choice.

In all these cases, the MAP estimates are always obtained by minimizing the criterion $J(x) = -\ln p(x\mid y) = \|y - Ax\|^2 + \lambda \mathcal{F}(x)$ where $\mathcal{F}(x) = -\ln p(x)$. It is interesting to note the different expressions we obtain for $\mathcal{F}(x)$ for these choices contain also different entropy expressions for $x$.

When, a priori we know that $x_j$ are not independent, for example when they represent the pixels of an image, we may use a Markovian modeling

$$p(x_j \mid x_k, k \in \mathcal{S}) = p(x_j \mid x_k, k \in \mathcal{N}(j)),$$

(29)

where $\mathcal{S} = \{1, \ldots, N\}$ stands for the whole set of pixels and $\mathcal{N}(j) = \{k : |k - j| \leq r\}$ stands for $r$th order neighborhood of $j$.

With some assumptions about the border limits [23], such models again result to the optimization of the same criterion with

$$\mathcal{F}(x) = \Delta_2(x, z) = \sum_j \phi(x_j, z_j)$$

(30)

with different potential functions $\phi(x_j, z_j)$.

A simple example is the case where $z_j = x_{j-1}$ and $\phi(x_j, z_j)$ any function in between the following:

$$\left\{ |x_j - z_j|^\alpha, \quad \alpha \ln \frac{x_j}{z_j} + \frac{x_j}{z_j}, \quad x_j \ln \frac{x_j}{z_j} + (x_j - z_j) \right\}$$

(31)

See [24–26] for some more discussion and properties of these potential functions.
5. Main conclusion and unifying viewpoint

As one of the main conclusions here, we see that, a common tool among the three previous approaches is defining the solution as the optimizer of a compound criterion: a data dependent part $\Delta_1(y, Ax)$ and an a priori part $\Delta_2(x, m)$. In all cases, the expression of $\Delta_1(y, Ax)$ depends on the direct model and the hypothesis on the noise and the expression of $\Delta_2(x, m)$ depends on our prior knowledge of the unknown. The only difference between the three approaches is the arguments leading to these choices. In classical regularization, the arguments are based on notion of energy, in maximum entropy approach they are based on information theory, and in Bayesian approach, they are based on the choice of the prior probability laws.

However, the Bayesian approach has some more extra features: it gives naturally the tools to account for uncertainties and errors of modeling and data through the likelihood $p(y|x)$. It also gives natural tools to account for any prior information about the unknown signal through the prior probability law $p(x)$. We also have access to the whole posterior $p(x|y)$ from which, not only we can define an estimate but also, we can quantify its corresponding uncertainty. For example, in the Gaussian case, we can use the diagonal elements of posterior covariance matrix to put error bars on the computed solution. We can also compare posterior and prior laws of the unknown to measure the amount of information contained in the observed data.

Finally, as we will see in the last section, we have finer tools for hyperparameters estimation and for handling myopic or blind deconvolution problems. In the following we keep this approach and present methods with finer prior modeling more appropriate for mass spectrometry signal processing applications.

6. Advanced methods

6.1. Bernoulli–Gamma and generalized Gaussian modeling

In mass spectrometry, the unknown quantity $x$ is mainly composed of positive pulses. One way to model this prior knowledge is to imagine a binary valued random vector $z$ with $p(z_j = 1) = \alpha$ and $p(z_j = 0) = 1 - \alpha$, and describe the distribution of $x$ hierarchically

\[ p(x_j | z_j) = z_j p_0(x_j), \]

with $p_0(x_j)$ being either a Gaussian $p(x_j) = \mathcal{N}(m, \sigma^2)$ or a Gamma law $p(x_j) = g(a, b)$. The second choice is more appropriate while the first results on simpler estimation algorithms. The inference can then be done through the joint posterior

\[ p(x, z|y) \propto p(y|x)p(x|z)p(z). \]

The estimation of $z$ is then called detection and that of $x$ estimation. The case where we assume $p(z) = \prod_j p(z_j) = \alpha^{n_1}(1 - \alpha)^{(n - n_1)}$ with $n_1$ the number of ones and $n$ the length of the vector $z$, is called Bernoulli process and this modelization for $x$ is called Bernoulli–Gaussian or Bernoulli–Gamma as a function of the choice for $p_0(x_j)$.

The difficult step in this approach is the detection step which needs the computation of

\[ p(z|y) \propto p(z) \int p(y|x)p(x|z) \, dx \]

and then the optimization over $\{0, 1\}^n$ where $n$ is the length of the vector $z$. The cost of the computation of the exact solution is huge (a combinatorial problem).

Many approximations to this optimization have been proposed which result to different algorithms for this detection–estimation problem [27]. To avoid complex and costly algorithms of detection–estimation and still be able to catch the mass spectrometry pulse shape prior information, there is a simpler modeling: generalized Gaussian modeling which consist of assuming $p(x) \propto \exp[-\theta \sum_j |x_j|^{\alpha}]$, $1 \leq \alpha \leq 2$ or $p(x) \propto \exp[-\theta (\sum_i |x_i|^2 - \frac{1}{\theta} \sum_j |x_j - x_{j-i}|^{\alpha})]$ or still a combination of them

\[ p(x) \propto \exp[-\theta_0 \sum_j |x_j|^{\alpha_0} - \theta_1 \sum_j |x_j - x_{j-i}|^{\alpha_1}]. \]

The first one translates the fact that, if we plot the histogram of a typical spectrum, we see that great number of samples are near to zero, but there are
samples which can go very far from this axis. The second expression translates the same fact but on the differences between two consecutive samples and the third choice combines the two facts. The more interesting fact of such a choice as a prior law for $x$ is that the corresponding MAP criterion is convex and the computation of the solutions can be done easily by any gradient-based type algorithm.

6.2. A mixed background and impulsive signal modeling

In some techniques of mass spectrometry, a better model for $x$ is to assume it as the sum of two components $x = x_1 + x_2$: a smooth background $x_1$ and pulse shape $x_2$. To catch the smoothness of $x_1$ we can assign a Gaussian distribution $p(x_1) = \mathcal{N}(x_{10}, R_{x_1})$ and to catch the pulse shape of $x_2$ we can again either use the Bernoulli–Gamma or Bernoulli–Gaussian models of the previous section or use a generalized Gaussian prior

$$p(x_2) \propto \exp[-\theta \sum_j |x_{2j}|^\alpha].$$

The inference can then be done through the joint posterior $p(x_1, x_2 | y) \propto p(y | x)p(x_1)p(x_2)$ which writes

$$\ln p(x_1, x_2 | y) = \|y - A(x_1 + x_2)\|^2 + (x_1 - x_{10})^T R_{x_1}^{-1} (x_1 - x_{10}) - \theta \sum_j |x_{2j}|^\alpha. \quad (36)$$

One possible way to estimate $x_1$ and $x_2$ is the joint optimization of this posterior through the following relaxation iterations:

$$\hat{x}_1 = (A^T A + \lambda_1 R_{x_1}^{-1})^{-1} (A^T y_1 + \lambda_1 m_1),$$

$$\hat{x}_2 = \arg \max_{x_2} \ln p(\hat{x}_1, x_2 | y).$$

6.3. Hierarchical modeling

Another approach is a hierarchical modeling. As an appropriate example, we propose $p(x | z) = \mathcal{N}(z, \sigma^2 I)$ and $p(z) = \mathcal{N}(0, R_z)$ with $R_z = \sigma_z^2 (D^T D)^{-1}$ which leads to

$$- \ln p(x, z | y) = \|y - Ax\|^2 + \lambda \|x - z\|^2 + \mu \|Dz\|^2.$$ \hfill (37)

Its joint optimization can be obtained through the following relaxation iterations:

$$\begin{align*}
\hat{x} &= (A^T A + \lambda I)^{-1} (A^T y + \lambda \hat{z}), \\
\hat{z} &= \lambda \left(D^T D + \frac{\lambda}{\mu} I\right)^{-1} \hat{x}.
\end{align*} \quad (38)$$

A better choice for $p(x | z)$ is $p(x | z) \propto \exp[-\theta \sum_j |x_j - z_j|^\omega]$ which leads to

$$- \ln p(x, z | y) = \|y - Ax\|^2 + \mu \sum_j |x_j - z_j|^\omega + \lambda \|Dz\|^2. \quad (39)$$

The main drawback of this model is that $- \ln p(x, z | y)$ is neither quadratic in $z$ nor in $x$. However, the solution can be obtained via an iterative gradient-based algorithm.

7. Numerical experiment

The main objective of this section is to illustrate some of the points we discussed in previous sections. As we discussed, one of the main critical points in inverse problems is the choice of appropriate prior laws. In this paper, we only focus on this point and we give a very brief comparison of results obtained with some of the aforementioned prior laws. We have limited ourselves to the prior laws which result to concave MAP criteria to avoid the difficult task of global optimization problems.

We also limit ourselves to two inverse problems: deconvolution and Fourier synthesis. This comparison can be done objectively on simulated data. However, we must generate data representing some real and difficult situations to be able to see the differences between different methods. For this reason, we simulated two spectra:
Fig. 4. Simple deconvolution results for the first reference spectrum. The original spectrum and data are those of Fig. 1. (a) Quadratic regularization (QR); (b) QR with positivity constraint; (c) MAP estimation with generalized Gaussian prior; (d) MAP estimation with \(-x \ln x\) prior; (e) MAP estimation with \(\ln x\) prior.
Fig. 5. Deconvolution results of Fig. 4 showed in logarithmic scale: (a) Gaussian prior; (b) truncated Gaussian prior; (c) truncated generalized Gaussian prior; (d) entropic $x \ln x - x$ prior; (e) entropic $\ln x + x$ prior.
(i) a simple case where the background is flat (Fig. 1a) and
(ii) a more complicated case where the background is not flat (Fig. 2a).

We used these spectra as references for measuring the performances of the proposed data processing methods.

7.1. Simple deconvolution

For this case, first we used the first spectrum as the reference. Then using it, we simulated data by convoluting it with a Gaussian shape psf and added some noise (white Gaussian such that SNR = 20 dB). Fig. 1 shows this original spectrum and the associated simulated data. Then, using these data, we applied some of the different methods previously explained.

Fig. 4 shows these results. All these results are obtained by optimizing the MAP criterion

\[ J(x) = -\ln p(x|y) \propto \|y - Ax\|^2 + \lambda \phi(x), \]

with different prior laws \( p(x) \propto \exp[-\lambda \phi(x)] \). The main objective of these experiments is to show the effects of the prior law \( p(x) \) or equivalently the choice of the regularization functional \( \phi(x) \) on the results.

We limited ourselves here to the following choices:

(a) Gaussian or equivalently quadratic regularization
\[ \phi(x) = \alpha \sum x_j^2, \alpha > 0; \]
(b) Gaussian truncated on positive axis or equivalently quadratic regularization with positivity constraint \( \phi(x) = \alpha \sum x_j^2, x_j > 0, \alpha > 0; \)
(c) Generalized Gaussian or equivalently \( L_p \) regularization with \( \phi(x) = \alpha \sum |x_j|^p, p = 1.1, x_j > 0, \alpha > 0; \)
(d) Shannon \((x \ln x)\) entropy or equivalently Gaussian prior \( \phi(x) = \alpha \sum x_j \ln x_j - x_j), x_j > 0, \alpha > 0; \)
(e) Burg \((\ln x)\) entropy or equivalently Gamma prior \( \phi(x) = \alpha \sum \ln x_j + x_j), x_j > 0, \alpha > 0. \)

Fig. 5 shows the same result on a logarithmic scale for the amplitudes to show in more detail the low amplitude pulses. We used \( \log(1 + y) \) scale in place of \( y \) scale which has the advantage of being equal to zero for \( y = 0 \).

As it can be seen from these results, Gaussian prior or equivalently quadratic regularization does not give satisfactory result, but in almost all the other cases the results are satisfactory, because the corresponding priors are more in agreement with the nature of the unknown input signal. The Gaussian prior (a) is not at all appropriate, Gaussian truncated to positive axis (b) is a better choice. The generalized Gaussian (c) and the \(-x \ln x\) entropic priors (d) give also practically the same results than the truncated Gaussian case. The Gamma prior (e) seems to give slightly better result (less missing and less artifacts) than all the others. This can be explained if we compare the shape of all these priors shown in Fig. 6. The Gamma prior is sharper near to zero and has longer tail than other priors. It thus enforces signals with greater number of samples near to zero and still leaves the possibility to have very high amplitude pulses. However, we must be careful on this interpretation, because all these results depend also on the hyperparameter \( \lambda \) whose value may be critical for this conclusion. In these experiments, we used the same value for all cases. Description and discussion of the methods to estimate \( \lambda \) from the data is out of...
Fig. 7. Reconstructed spectra in FT-NMR data: (a) shows the weighted FFT solution; (b), (c) and (d), respectively, gives $\hat{x}_1$, $\hat{x}_2$ and $\hat{x} = \hat{x}_1 + \hat{x}_2$. The true peaks are given by circles and the true background is given by dashed lines.
focus of this paper. We can, however, mention that, in general, the results are not too sensitive to this value when it is fixed to the right scale.

7.2. Fourier synthesis inversion in NMR mass spectrometry

As a second example, we used the second spectrum as the reference. But here, we simulated the FID data that one could observe using a relaxation of $\tau = 0.2$. Here also, we added some noise on the data and then, using them, we applied the mixed background and pulse shape signal model previously explained in this paper. Fig. 7 shows the result which is obtained more precisely by optimizing the following criterion:

$$J(x_1, x_2) = -\ln p(x_1, x_2|y) = \|y - A(x_1 + x_2)\|^2$$
$$+ \lambda_1 \sum_j (x_1(j + 1) - x_1(j))^2$$
$$+ \lambda_\theta \sum_j |x_2(j)|,$$

which involves a usual data-based term and two regularization terms: the first one addresses the smooth background $x_1$ and the second one addresses the impulsive component $x_2$. The chosen heavy-tailed $L_2 - L_1$ potential function is a hyperbolic cost [28,29]. So that, $J$ is strictly convex and the estimated object is defined as the minimizer of $J$ over $\mathbb{R}^n_+$. The optimization is achieved by an iterative coordinate descent algorithm [7]. The minimizers $\hat{x}_1$, $\hat{x}_2$ and $\hat{x} = \hat{x}_1 + \hat{x}_2$ are given in Fig. 7(b)–(d). It is to be compared to the "weighted FFT" solution of Fig. 7(a). The proposed solution accounts for positivity and clearly separates background and peaks. Moreover, the peaks are more accurately identified.

8. Conclusions

In this paper we presented a synthetic overview of regularization, maximum entropy and probabilistic methods for linear inversion problems arising in mass spectrometry. We discussed the reasons why simple naïve methods cannot give satisfactory results and the need for some prior knowledge about the unknowns to obtain satisfactory results. We then presented briefly the main classical regularization, maximum entropy based and the Bayesian estimation-based methods. We showed how all these different frameworks converge to the optimization of a compound criterion. We discussed the superiority of the Bayesian framework which gives more tools for the estimation of the hyperparameters or for inferring the uncertainty of the computed solutions or for handling the myopic or blind inversion problems. Finally, we presented some advanced methods based on Bayesian inference and particularly designed for some mass spectrometry data processing problems. We illustrated some numerical results simulating deconvolution and Fourier synthesis problems to illustrate the results we can obtain using some of the presented methods. The main objective of these numerical experiments was to show the effect of different choices for prior laws or equivalently the regularization functional on the result.

However, as we have remarked in previous sections, in general, the solution of an inverse problem depends on our prior hypothesis on errors $\epsilon$ and on $x$. In practical applications, we can only formalize these hypothesis either through prior probabilities or through regularization functionals depending on some hyperparameters (regularization parameter for example). Determination of these hyperparameters from the data becomes then a crucial part of the problem. Description of the methods to handle this problem is out of focus of this paper. Interested readers can refer to [30] for deterministic methods such as cross-validation technics or to [31–42] for Bayesian inference-based methods.

Another point we did not discussed is the validity of linear model with additive noise $y = Hx + \epsilon$ and all the hypothesis needed to write down the likelihood $p(y|x)$. For example, we assumed $\epsilon$ to be additive and independent of the input $x$. This may not be true, but it simplifies the derivation of $p(y|x)$ from $p_\epsilon(\epsilon)$. If this hypothesis is correct, then $p(y|x) = p_\epsilon(y - Hx)$. If this is not the case, we have to account for it in the expression of $p(y|x)$. Then, all the other steps of the Bayesian inference do not change. However, if
In \( p(y|x) \) is not a quadratic function of \( x \), the consequent computations of the posterior law summaries or its sampling may be more difficult. This is also true for the hypothesis that \( \epsilon \) is white. This assumption is also used to simplify the expression of \( p(y|x) \), but this can be handled more easily than the previous hypothesis if it is not true. For example, if we can assume it to Gaussian and model its covariance matrix \( R_x \), we can use it easily in the expression of the likelihood which becomes \( p(y|x) = N(y - Hx, R_x) \). Also, as mentioned by one of reviewers of this paper, in some techniques of mass spectrometry, the Gaussian assumption for \( \epsilon \) may not be valid, because what is measured is proportional to the number of ions. Then, a Poisson distribution for \( p(y|x) \) will be a better choice.

Other problems we did not consider in this paper are myopic or blind inverse problems. As a typical example, consider deconvolution problems (1) or (2) where the psfs \( h(t) \) or \( h(x, y) \) are partially known. For example, we know that they have a Gaussian shape, but the amplitude \( a \) and the width \( \sigma \) of the Gaussian are unknown. Noting by \( \theta = (a, \sigma) \) the problem then becomes the estimation of both \( x \) and \( \theta \) from \( y = A\theta x + \epsilon \). The case where we know exactly the shape but not the gain \( a \) is called auto-calibration and the case where we only know the support of the psf but not its shape is called blind deconvolution. In the first case \( \theta = a \) and in the second case \( \theta = [h(0), \ldots, h(p)] \).

We must note however that, in general, the blind inverse problems are much harder than the simple inversion. Taking the deconvolution problem, we have seen in introduction that, the problem even when the psf is given is ill-posed. The blind deconvolution then is still more ill-posed, because here there are more fundamental under determinations. For example, it is easy to see that, we can find an infinite number of pairs \((h, x)\) which result to the same convolution product \( h \times x \). This means that, to find satisfactory methods for these problems need much more precise prior knowledge both on \( x \) and on \( h \), and in general, the inputs must have more structures (be rich in information content) to be able to obtain satisfactory results. Conceptually however, the problem is identical to the estimation of hyperparameters. Interested readers can refer to the following papers [27,43] for a few examples.

We are still working on these points. We have also to mention that we have not yet applied these methods to real data in spectrometry and we are interested and prospective to evaluate them on real data.
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